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 ABSTRACT 

 

Technology and its contextual  consequence is all the way making a new path for the next 

level of innovation , where These days Data is Huge and the information would be difficult to 

differentiate  based on the search engine web. In the context making things better for the 

betterment of human race, we usually go beyond some coverage area which we call as the 

innovation. In the Paper, we have given emphasis on the mining the data in the context of best 

artificial intelligence based diffusion process based on the dynamic map based approach, where 

we process the data which may be information for someone and vice versa in the methodology of 

dynamic flirtation based on the key mapping of the reality based search where meta data is not 

the only criteria. In this we have taken the consideration of the data along with keyword and 

taking the best way of mapping the metadata in the way of high end methodology of diffraction.  

KEYWORDS: Expert search, web mining, hyper graph, diffusion.  

 

I.INTRODUCTION 

In the Recent era; one of the 

important features of the on-line model is 

that an algorithm never knows what is going 

to come next, and so it has to take decisions  

based on the data that has arrived so 

far. Another important feature of on- line 

algorithms is that an on- line algorithm 

always maintains a feasible solution for the 

input data it has received so far. If the 

behavior of an on-line algorithm is 

predetermined, we call such an algorithm 

deterministic on- line algorithm. If an on- line 

algorithm uses a sequence of random bits to 

guide its behavior, then we call such an 

algorithm randomized on-line algorithm. 

The order in which input data are presented 

to an on- line algorithm when analyzing its 

behavior is determined by an adversary. The 

goal of adversary is to present the input data 

in such a way that will force an on- line 

algorithm to take bad decisions most of the 

time. In this we consider only oblivious 

adversaries. The oblivious adversary orders 
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the input data in advance, before presenting 

them to the on- line algorithm. 

 

Fig.1.1 Illustration of the Search based 

Keyword Graph 

There are a number of results for algorithms 

in the classical streaming model, mostly on 

computing statistics for a stream, such as 

frequency moments and norms. There have 

been attempts to study classical graph 

problems, where the graph is presented as a 

stream. In this case, a data item in the stream 

often represents an edge or a vertex along 

with its neighbors. In the former case the 

data stream is called an adjacency stream; in 

the latter case the data stream is called an 

incidence stream. The data items in the 

stream usually arrive in an arbitrary order. 

II.RELATED WORK 

A randomized algorithm is an 

algorithm whose input consists of two parts: 

an instance of a problem and a sequence of 

random bits; where the random bits 

determine the choices made by the algorithm 

and the output solution. It means that if we 

run the same randomized algorithm A on the 

same input several times, the behavior of A 

may differ between runs. The difference 

between runs is either in the found solution 

or in the complexity of the, for example in 

the running time or in the working space 

used by the algorithm. Hence, the 

performance of a randomized algorithm the 

output, the running time or the working 

space is a random variable. For the 

optimization problems considered in this 

work there is no randomized algorithm that 

always produces an optimal solution, and so 

we deal with randomized algorithms whose 

output solutions are random variables.  

 

Fig.2.1 Best Comparator of the Keyword 

having same Metadata Search Matching 

The aim is then to design such a randomized 

algorithm that produces a good 

approximation of an optimal solution with 

high probability. It is also important to note 

that the error probability of a randomized 
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algorithm can be significantly reduced by 

running the algorithm on the same input a 

number of times with a new random 

sequence in each run. Difficulties with 

solving most problems on graphs led to the 

extensions of the classical streaming model. 

One such extension is the semi-streaming 

model . In the semi-streaming model the 

constraint on the working space is relaxed to 

O, where n is the number of vertices in the 

graph and t is a constant. It means that the 

algorithm has enough memory to store the 

vertices with some limited information 

about them, but not necessarily the edges in 

the graph. 

III.PROPOSED METHODOLOGY 

The use of multi linear forms usually 

becomes relevant when we consider 

counting and optimization problems, where 

we have to consider – at least in some sense 

– all possible solutions instead of finding 

just one. The basic pattern of usage is that 

we pick (a) a suitable set of multi linear 

forms and (b) a suitable simmering, so that 

after evaluating the multi linear forms we 

can recover the solution from the output 

vector. This often requires some pre- and 

post-processing in addition to the evaluation 

itself. We will, in general, consider the 

evaluation of multi linear forms in an 

algebraic complexity setting where the 

simmering is not fixed beforehand, and 

furthermore, we are interested in the 

complexity of the task in terms of 

simmering operations. Specifically, we will 

consider one of the following models, 

depending on the situation. 1. Algebraic 

circuits, or equivalently, algebraic straight-

line programs: An algebraic circuit is a 

directed acyclic graph D = (V,A), where 

each vertex is either (a) an input gate with 

in-degree zero, labeled with an input entry, 

or (b) an operation gate with non-zero in-

degree, labeled with a simmering operation. 

Furthermore, some of the operation gates are 

labeled as output gates for specific output 

entries. The complexity measure is the 

number of edges in the graph D.  

 Uniform algebraic circuits: Uniform 

algebraic circuits are circuits that can be 

constructed on a uniform machine; the 

complexity measure is the running time 

of the construction algorithm.  

 Uniform algebraic model: In this model, 

we consider algorithms that run on a 

random-access machine with black-box 

access to simmering operations, that is, 

the machine can store simmering 

elements in its memory, each taking 

constant space, and perform simmering 

operations on them in constant time. The 

complexity measures are the space and 

time used by the algorithm 

 Split and list is an algorithmic technique 

for solving hard problems by essentially 

splitting the task into two or more parts. 

That is, the basic approach is to (a) split 

the problem into two or more equally-

sized parts, 
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Fig.3.1 Architecture Model of the 

Diffusion Algorithm 

(b) enumerate all solutions for the smaller 

parts, and (c) combine the solutions from the 

different parts via some fast algorithm.The 

classical example of the meet-in-the-middle 

framework is the exact 2n/2nO(1) time 

algorithm for the subset sum problem, due to 

Horowitz and. Given a list of n numbers, we   

Split the list into two lists of length n/2, 2. 

for both of these new lists, enumerate all 

2n/2 different sums that can be obtained 

using elements of that list, and Use sorting 

and binary search to test whether there are 

two sub-results from different parts that sum 

to 0. 

IV.EVALUATION AND ANALYSIS 

The main parameters of the streaming model 

are the size of the working space S (in bits), 
the number P of passes over the stream and 

the time T needed to process each data item 

in the stream. In the classical model the 
space S as well as the time T are required to 
be sub linear in N, the size of the data 

stream, preferably log t (N) for some small 
constant t; the number P of passes  

is required to be a constant, preferably one 
or two 

  

 
Fig.3.1.1 Comparison of the Content 

based on the Population or Hit Criteria 

NP-complete problem can be approximated 

if P 6= NP. These results are more on the 

negative side, because essentially they state 

the impossibility of getting a better 

approximation unless P = NP. However, in 

approxmability results are as important as 

approximation algorithms because for a 

given optimization problem corresponding 

to NP-complete decision problem. 

V.CONCLUSION AND FUTUREWORK 
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Technologically most randomized 

and deterministic algorithms for bounded-

degree and unbounded-degree hyper graphs, 

some of them are based on permutations and 

use at least O(n log r) and at most O(n2 log 

n) space, the others are based on the 

partitions and use O(nc+1) space, where c 

>0 is an arbitrary constant. We also define 

an on- line minimal space streaming mode 

and prove lower bounds for randomized and 

deterministic algorithms in this model. This 

approach allows us to obtain the first o(¢)-

approximation for IS in hyper graphs, 

matching the bound on graphs. Finally, we 

consider a semi-streaming model and give 

several deterministic and randomized 

algorithms for bounded and unbounded-

degree hyper graphs. We introduce online an 

semi-streaming model and give lower and 

upper bounds on randomized and 

deterministic algorithms in this model.  
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